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Представлена адаптивная антенная решетка (ААР). Для рас-
чета ее весовых коэффициентов используются рекурсивные алго-
ритмы по критерию наименьших квадратов. Информационный (по-
лезный) сигнал ААР представляет собой периодическую псевдослу-
чайную последовательность, скрытую шумами приемников каналов 
решетки. Такие последовательности часто используются в совре-
менных радиолокационных, навигационных и связных системах. 
Согласованные фильтры (СФ) или корреляторы используются для 
обработки сигналов в каналах AAР, что позволяет использовать 
для вычисления ее весовых коэффициентов адаптивные алгорит-
мы, базирующиеся на критерии наименьших квадратов. Выходными 
сигналами СФ являются отсчеты функции взаимной корреляции 
сигналов каналов ААР и псевдослучайной последовательности. 
Алгоритм вычисления весовых коэффициентов ААР обрабатывает 
периодические отсчеты максимальных значений выходных сигналов 
СФ и обрабатывает сигнал ошибки между выходным и требуемым 
сигналами решетки. Требуемый сигнал также формируется с ис-
пользованием отсчетов максимальных значений автокорреляцион-
ной функции псевдослучайной последовательности. Вычисление 
весовых коэффициентов AAР осуществляется с помощью рекур-
сивного алгоритма по критерию наименьших квадратов на основе 
леммы обращения матрицы и двух его вычислительно эффектив-
ных модификаций. Моделирование показывает, что ААР может 
подавлять мешающие сигналы и одновременно отслеживать угло-
вое положение источника информационного сигнала, даже если это 
положение изначально неизвестно. Это позволяет использовать 
такую ААР для приема сигнала от движущегося источника при 
наличии помех. 
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This paper presents an adaptive antenna array (AAA). To calculate its weights, the recursive algorithms based on the least squares 
criterion are used. The AAA informational (desired) signal is a periodic pseudo-random sequence hidden by the noise of the array 
channel receivers. Such sequences are often used in the modern radar, navigation and communications systems. The matched fil-
ters (MF) or the correlators are used to process the signals in the AAA channels, which makes it possible to use the adaptive algo-
rithms based on the least squares criterion to calculate its weighs. The output signals of the MF are the samples of the functions of 
the cross-correlation of the AAA channel signals and a pseudo-random sequence. The algorithm for calculation the weighs of the 
AAA processes the periodic samples of the maximal values of the output signals of the MF and processes the error signal between 
the output and the desired signals of the AAA. The required signal is also generated using the samples of the maximal values of the 
autocorrelation function of the pseudo-random sequence. The calculation of the AAP weights is carried out using a based on the 
least squares criterion matrix inversion lemma recursive algorithm and its two computationally efficient modifications. Simulation 
shows that the AAA is able to suppress the interfering signals and simultaneously it is able to track the angular position of the infor-
mation signal source, even if this position is initially unknown. This allows the AAA to be used to receive a signal from a moving 
source in the presence of the interfering signals. 
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Введение 

В современных радиосистемах [1 – 3] в ка-
честве направленных антенн сегодня часто ис-
пользуются антенные решетки [4 – 8]. Антенная 
решетка представляет собой пространственный 
фильтр, который позволяет разделять сигналы, 
находящиеся одной и той же полосе частот. 
Комплексной передаточной характеристикой 
такого фильтра является диаграмма направ-
ленности (ДН). Значения ДН зависят от углов 
приема входящего сигнала и весовых коэффи-
циентов антенной решетки. Значения ДН боль-
шие в главном лепестке (луче) и малые в боко-
вых лепестках. Если источники мешающих сиг-
налов (помех) имеют большую мощность, а их 
угловое положение совпадает с направлением 
боковых лепестков ДН антенной решетки, то 
ослабление этих сигналов за счет ДН может 
оказаться недостаточным для работы радиоси-
стемы, так как уровень помех на выходе решет-
ки в этом случае может быть выше уровня ин-
формационного (полезного) сигнала. Однако ан-
тенная решетка, в которой предусмотрена воз-
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можность изменять свои весовые коэффициенты, спо-
собна, благодаря этим изменениям, в реальном време-
ни изменять форму своей ДН, обеспечивая ее глубокие 
провалы в направлениях на источники помех. Измене-
ния ДН обеспечиваются за счет вычисления оптималь-
ных весовых коэффициентов путём обработки сигналов 
каналов и выходного сигнала антенной решетки, при 
котором не требуются предварительные сведения о 
свойствах помех, таких как мощности и угловое положе-
ния их источников. Антенные решетки, которые борются 
с сигналами помех указанным способом, называются 
адаптивными антенными решетками (ААР) [9 –17]. Ве-
совые коэффициенты в ААР вычисляются с помощью 
адаптивных алгоритмов [18 – 25]. 

Хотя в ААР не требуются сведения о помехах, для 
работы ААР все же требуются некоторые сведения об 
информационном сигнале, принимаемом одновременно 
с сигналами помех. Эти сведения позволяют отделить 
полезный сигнал от помех, принимаемых антеннами 
ААР одновременно с полезным сигналом. 

Если известно угловое положение источника полез-
ного сигнала, то это сведение часто используется в так 
называемом линейном ограничении в ряде адаптивных 
алгоритмов [26]. Линейно-ограниченные алгоритмы 
обеспечивают фиксированное значение ДН в направле-
нии источника информационного сигнала независимо от 
значений весовых коэффициентов ААР, вычисляемых в 
процессе адаптации и обеспечивающих подавление 
сигналов помех. К сожалению, угловое положение ис-
точника информационного сигнала часто бывает неиз-
вестным или может меняться, если этот источник или 
ААР перемещается. Поэтому в такой сигнально-помехо-
вой обстановке в ААР нельзя использовать линейно-
ограниченные алгоритмы. 

Если так называемый требуемый (полезный) сигнал 
доступен для использования в алгоритмах вычисления 
весовых коэффициентов AAР, то его также можно ис-
пользовать в адаптивных алгоритмах, которые в про-
цессе работы минимизируют среднеквадратичную 
ошибку (СКО) между этим сигналом и выходным сигна-
лом AAР. Однако такие алгоритмы хорошо работают, 
если отношение сигнал/шум (ОСШ) в каналах, а значит 
на выходе AAР, имеет большое значение, где под шу-
мом подразумевается тепловой шум приемников AAР. В 
ряде современных радиосистем в качестве информаци-
онного сигнала часто используются периодические 
псевдослучайные последовательности (ПСП) [27, 28]. 
Эти сигналы обычно принимаются в условиях низких 
значений ОСШ. По этой причине для увеличения ОСШ в 
сигналах часто используются согласованные фильтры 
(СФ) или корреляторы. Это позволяет использовать 
адаптивные алгоритмы с требуемым сигналом в ААР, 
функционирующих в условиях низкого ОСШ. Примеры 
такой ААР были представлен в [29, 30]. 

Минимизация СКО обеспечивает не только подавле-
ние мешающих сигналов, но и максимизацию информаци-
онного сигнала на выходе ААР. Это действительно так, 
поскольку такая минимизация обеспечивает решение обе-
их упомянутых задач одновременно. Поэтому такая ААР 
может не только подавлять сигналы источников помех в 

своем выходном сигнале, но и ориентировать луч на ис-
точник полезного сигнала в процессе своей работы.  

В настоящей статье описывается архитектура AAР с 
СФ в ее каналах, описываются три версии рекурсивных 
алгоритмов адаптивной фильтрации по критерию 
наименьших квадратов (Recursive Least Squares, RLS) на 
основе леммы обращения матрицы (Matrix Inversion 
Lemma, MIL) для расчета весовых коэффициентов рас-
сматриваемой AAР, а также обсуждаются результаты 
моделирования такой AAР. Кроме того, в работе показа-
но, что увеличение ОСШ в канала ААР может быть до-
стигнуто за счет увеличения «длины» СФ путем повто-
рения его весовых коэффициентов несколько раз. В 
этом случае не только улучшаются условия работы ААР, 
но и ускоряется процесс адаптации. 
Адаптивные алгоритмы вычисления весовых 
коэффициентов ААР  

На рис. 1, а показана известная архитектура ААР, в 
адаптивном алгоритме которой используется требуемый 
сигнал ( ).d k  В такой AAР необходимо использовать 
технологию цифрового формирования луча [31 – 36]. 
Это означает, что выходной сигнал ААР ( )y k  формиру-
ется в цифровой форме используя цифровые отсчёты 
сигналы ее каналов 

 T1 2( ) ( ), ( ), ..., ( ), ..., ( )M m Mk x k x k x k x kx , (1) 
которые доступны для обработки, поскольку приемники 
каналов такой ААР построены с использованием техно-
логии программно-конфигурируемого радио [37]. Антен-
ные решетки с цифровым формированием луча сегодня 
уже широко применяются в радиосистемах благодаря 
достижениям в теории обработки сигналов и достижени-
ям в технологии производства интегральных схем, ис-
пользуемых при разработке и производстве антенных 
решеток [38 – 43]. На рис. 1, а, k  – это номера цифро-
вых отсчетов, обрабатываемых сигналов, а 

( ) ( ) ( )k d k y k    (2) 
– сигнал ошибки, который вместе с вектором отсчетов 
входных сигналов (1) используется для расчета весовых 
коэффициентов ААР с помощью адаптивных алгоритмов 
[18 – 25]. 

К сожалению, архитектура рис. 1, а не может быть 
использована, если сигналы ( )mx k  и ( )y k  скрыты под 

шумами. Однако если сигнал ( ) ( ),d k s k  где ( )s k  – это 
ПСП, то ОСШ на выходах каналов ААР может быть уве-
личено примерно в L  раз за счет использования обра-
ботки сигналов ( )mx k  СФ или корреляторами, как это 
показано на рис. 1, б. Здесь L  – число символов ПСП, 
равное числу весовых коэффициентов СФ.  

Если ( )s k  – это ПСП максимальной длины (М-
последовательность) [27, 28], то выходные сигналы СФ в 
каналах канала ААР в дискретные моменты k pL  
можно представить как  

 
1

2
B B

1

( ) ( ( 1) 1) ( )

ˆ( ) ( ) ( ),

L

m k pL l m m
l

L

l m m m
l

x k a x k l p L z k

LA a a z k x k z k






      
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
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
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 а) б) 

Рис. 1. ААР: а) с обработкой отсчетов принимаемых сигналов; б) с обработкой отсчетов сигналов на выходах СФ 

где 1,2,...;p   la a   – это символы ПСП и одновре-

менно весовые коэффициенты СФ; ( ( 1)mx k l p   

11) ( ( 1) 1) ;m L lL x k l p L A a            A a  – ампли-

туда принимаемой ПСП; ( )mz k  – отсчеты шума в кана-

ле антенной решетки (не показаны на рис. 1), а Bk  – 
номера отсчетов максимальных значений (3). Значения 

B( ) ( )m k pL mx k x k   являются отсчетами максимальных 

значений функции взаимной корреляции сигналов 

( )mx k  и ( ).s k  ОСШ отсчетов ( )m k pLx k  в L  раз выше, 

чем у отсчётов ( ).mx k  В этом случае отсчёты вектора 
сигнала 

  T
B 1 B 2 B B B( ) ( ), ( ), , ( ), , ( )M m Mk x k x k x k x kx    (4) 

вместе с отсчётами автокорреляционной функции сиг-
нала ( ),s k , полученной аналогично (3), могут быть ис-
пользованы в адаптивном алгоритме расчета весовых 
коэффициентов ААР. 

Следует отметить, что отсчеты Bk  следуют в L  раз 

медленнее, чем отсчеты ,k  что приводит к L  раз 
меньшим требованиям, предъявляемым к скорости вы-
числения вектора весовых коэффициентов  

 T1 2, , ..., , ...,M m Mh h h hh  (5) 

в ААР, рис. 1, б, по сравнению со скоростью вычисления 

вектора весовых коэффициентов в ААР, рис. 1, а. Одна-
ко ценой этого преимущества является уменьшение ско-
рости слежения за изменениями обрабатываемых сиг-
налов, если такие изменения имеют место. 

Ниже представлены вычислительные процедуры 
MIL RLS-алгоритма и двух его вычислительно эффек-
тивных модификаций для расчета весовых коэффи- 
циентов ААР, рис. 1, б, в основе которых находятся  
приемы [44]. 

В табл. 1 – 3, 
1 2 T(0) [ , , ..., , ..., ]m Mjj j j

M M e e e e   h c  (6) 
– это начальный вектор весовых коэффициентов ААР; 

m – значения пространственных набегов фаз [6]; 
1

B( )M kR  – обратная корреляционная матрица сигналов 

B( );mx k  2 – параметр начальной регуляризации этой 

матрицы; MI – единичная матрица;   – параметр, кото-
рый управляет эффективным размером окна выборок 
данных, используемых при оценке корреляционной мат-
рицы [18 – 25]. Вектор весовых коэффициентов (0)Mh  
обеспечивает начальную угловую ориентацию луча ААР. 
Начальная ориентация этого луча ААР в направлении 
источника информационного сигнала является необяза-
тельной, поскольку в рассматриваемой ААР не обяза-
тельно точно знать это направление. ААР может ориен-
тировать свой луч в этом направлении в процессе по-
давления мешающих сигналов.  

Таблица 1. MIL RLS-алгоритм 

Вычисления Ссылки 

  1 2(0) , (0)M M M M

   Initialization : h c R I  (1.0) 

B B1, 2, ,k KFor    

  T
B 1 B 2 B B B( ) ( ), ( ), , ( ), , ( )M m Mk x k x k x k x kx    (1.1) 

1
B B

B H 1
B B B

( 1) ( )
( )

( ) ( 1) ( )
M M

M
M M M

k k
k

k k k







  

R x
g

x R x
 

 
(1.2) 

 1 1 1 H 1
B B B B B( ) ( 1) ( ) ( ) ( 1)M M M M Mk k k k k       R R g x R  (1.3) 

H
B B B( ) ( 1) ( )M My k k k h x  (1.4) 

B B B( ) ( ) ( )k d k y k    (1.5) 

B B B B( ) ( 1) ( ) ( )M M Mk k k k   h h g  (1.6) 
End   
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Таблица 2. MIL RLS-алгоритм с расчетом диагональных  
и наддиагональных элементов обратной корреляционной матрицы 

Вычисления Ссылки 
1 2(0) , ( (0))M M M M
   Initialization : h c R I  (2.0) 

B B1, 2, ,k KFor    

  T
B 1 B 2 B B B( ) ( ), ( ), , ( ), , ( )M m Mk x k x k x k x kx    (2.1) 

1, 2, ,n MFor     

B( ) 0np k   (2.2) 
, 1, ,m n n M For     

1
B B , B B( ) ( ) ( 1) ( )n n n m mp k p k R k x k    (2.3) 

mEnd for    
nEnd for    

2, 3, ,n MFor     
1, 2, , 1m n For     

1
B B , B B( ) ( ) ( 1) ( )n n m n mp k p k R k x k     (2.4) 

mEnd for    
nEnd for    

H 1
B B B( ) ( Re( ( ) ( )))M Ms k k k    x p  (2.5) 

B B B( ) ( ) ( )M Mk k s kg p  (2.6) 
1, 2, ,n MFor     

, 1, ,m n n M For     
1 1 1

, B , B B B( ) ( ( 1) ( ) ( ))n m n m n mR k R k g k p k        (2.7) 

m nif    
1 1

, B , B( ) Re( ( ))n n n nR k R k     

End for if  (2.8) 
mEnd for    

nEnd for    
H

B B B( ) ( 1) ( )M My k k k h x  (2.9) 

B B B( ) ( ) ( )k d k y k    (2.10) 

B B B B( ) ( 1) ( ) ( )M M Mk k k k   h h g  (2.11) 
End   

Вместо адаптивных MIL RLS-алгоритмов для вы-
числения весовых коэффициентов ААР, рис. 1, б, та-
же можно использовать модификации адаптивных 
RLS-алгоритмов на основе QR-разложения или пре-
образования Хаусхолдера [23], которые характеризу-
ются сравнимой вычислительной сложностью 2( )O M  
и устойчивостью.  

Моделирование  

Для проверки и тестирования рассмотренной ААР, 
рис. 1, б, было проведено компьютерное моделирова-
ние. Антенная решетка и принимаемые сигналы ( )mx k  
моделировались в информационной полосе частот  
как показано в [6, 45]. Линейная ААР содержала 8M   
всенаправленных антенн с расстоянием между сосед-
ними антеннами, равным 0 / 2,  где 0  – это  
длина волны несущего радиочастотного сигнала. В 
качестве информационного сигнала использовалась 
одна из М-последовательностей, содержащая 

1023L   символов. Моделирование проводилось для 

ААР при ОСШ в ее каналах, равном -20 дБ. Шум мо-
делировался как белый гауссовский шум. Семь неза-
висимых помех, также принимаемых AAР, моделиро-
вались источниками такого же шума с отношением 
сигнал/помеха, равным -80 дБ. 

ААР располагалась вдоль оси X  декартовых ко-
ординат [6] с исходным направлением луча, опреде-
ляемым сферическими углами 0 90    и 0 75 ,    а 
источник информационного сигнала был расположен 
в направлении углов b 90    и b 90 ,    см. рис. 2. 
Эти направления обозначены зелеными и красными 
вертикальными жирными пунктирными линиями, со-
ответственно. Начальная ДН ААР 0 0( , )F    показана 
зеленой кривой, а ДН в установившемся состоянии 

b b( , )F    – красной кривой. Угловые положения ис-
точников помех были распределены в направлениях 
боковых лепестков и в направлении главного лепест-
ка  исходной ДН.  Эти направления  обозначены  голу-
быми вертикальными тонкими  пунктирными линиями. 
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Таблица 3. MIL RLS-алгоритм с расчетом диагональных  
и поддиагональных элементов обратной корреляционной матрицы 

Вычисления Ссылки 

  1 2(0) , (0)M M M M

   Initialization : h c R I  (3.0) 

B B1, 2, ,k KFor    

  T
B 1 B 2 B B B( ) ( ), ( ), , ( ), , ( )M m Mk x k x k x k x kx    (3.1) 

1, 2, ,m MFor     
*

B( ) 0mp k   (3.2) 

, 1, ,n m m M For     
* * * 1*

B B B , B( ) ( ) ( ) ( 1)m m n m np k p k x k R k    (3.3) 

nEnd for    
mEnd for    
2, 3, ,m MFor     

1, 2, , 1n m For     
* * * 1*

B B B , B( ) ( ) ( ) ( 1)m m n n mp k p k x k R k    (3.4) 

nEnd for    
mEnd for    

H 1
B B B( ) ( Re( ( ) ( )))M Ms k k k    p x  (3.5) 

B B B( ) ( ) ( )M Mk k s kg p  (3.6) 
1, 2, ,n MFor     

, 1, ,m n n M For     
1 1 1

, B , B B B( ) ( ( 1) ( ) ( ))n m n m n mR k R k g k p k        (3.7) 

m nif    
1 1

, B , B( ) Re( ( ))n n n nR k R k     

End for if  (3.8) 
mEnd for    

nEnd for    
H

B B B( ) ( 1) ( )M My k k k h x  (3.9) 

B B B( ) ( ) ( )k d k y k    (3.10) 

B B B B( ) ( 1) ( ) ( )M M Mk k k k   h h g  (3.11) 

End   
 

Из рис. 2 видно, что в установившемся состоянии 
весовые коэффициенты ААР обеспечивают ориентацию 
луча ААР в направлении на источник информационного 
сигнала и подавление сигналов помех за счет создания 
глубоких провалов в ДН в направлениях их источников. 
Таким образом, в процессе работы рассмотренной ААР 
происходит не только подавлении помех в ее выходном 
сигнале, но и ориентация ее луча в направлении источ-
ника информационного сигнала, даже если луч изна-
чально не был направлен в сторону этого источника.  

На рис. 3 показаны графики переходных процессов в 
ААР. Эти графики представляют собой значения ДН в 
направлениях каждого из принимаемых сигналов: ин-
формационного и помех. На рис. 4 также показаны ана-
логичные переходные процессы в терминах значений 
СКО между выходим сигналом AAР и требуемым сигна-
лом. Рис. 3, а и рис. 4, а, а также их версии в увеличен-
ном масштабе, рис. 3, г и рис. 4, г, соответствуют ААР, 
в которой обрабатываемы отсчеты B( )mx k  следуют 

один раз за L  отсчетов сигналов ( )mx k  в ее каналах, то 
есть один раз за один период ПСП. 

 
Рис. 2. ДН ААР 
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 а) б) в) 

       
 г) д) е) 

Рис. 3. Переходные процессы в терминах значений ДН: а) выходной сигнал СФ берется 1 раз за длительность ПСП  
(за 1 период); б) выходной сигнал СФ берется 1 раз за каждые 10 периодов ПСП; в) выходной сигнал СФ берется 10 раз  

за 10 периодов ПСП; г) в увеличенном масштабе, выходной сигнал СФ берется 1 раз за длительность ПСП;  
д) в увеличенном масштабе, выходной сигнал СФ берется один раз за каждые 10 периодов ПСП;  

е) в увеличенном масштабе, выходной сигнал СФ берется 10 раз за 10 периодов ПСП 

       
 а) б) в) 

       
 г) д) е) 

Рис. 4. Переходные процессы в терминах СКО: а) выходной сигнал СФ берется 1 раз за длительность ПСП (за 1 период);  
б) выходной сигнал СФ берется 1 раз за каждые 10 периодов ПСП; в) выходной сигнал СФ берется 10 раз за 10 периодов ПСП; 

г) в увеличенном масштабе, выходной сигнал СФ берется 1 раз за длительность ПСП; д) в увеличенном масштабе, 
 выходной сигнал СФ берется один раз за каждые 10 периодов ПСП; 

 е) в увеличенном масштабе, выходной сигнал СФ берется 10 раз за 10 периодов ПСП  

Рис. 3, б, рис. 3, д, а также их версии в увеличенном 
масштабе, рис. 4, б и рис. 4, д, соответствуют ААР, от-
счеты которой Bk следуют один раз за 10L  отсчетов 

принимаемого сигнала ( ),mx k  то есть один раз за де-
сять периодов ПСП, из-за десятикратного расширения 
СФ за счет повторения  его  весовых  коэффициентов. В 
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 а) б) в) 

Рис. 5. Отсчёты взаимно- и автокорреляционных функций:  
а) выходной сигнал СФ берется 1 раз за длительность ПСП (за 1 период);  

б) выходной сигнал СФ берется 1 раз за каждые 10 периодов ПСП;  
в) выходной сигнал СФ берется 10 раз за 10 периодов ПСП 

этом случае подавление сигналов помех в установив-
шемся состоянии примерно такое же, как и в предыду-
щих экспериментах (провалы ДН составляют в среднем 
около -80 дБ), но длительность переходного отклика 
увеличена в десять раз из-за уменьшения в десять раз 
скорости взятия отсчетов с выходов СФ. В то же время, 
СКО в установившемся состоянии уменьшается в де-
сять раз из-за увеличения ОСШ в отсчетах сигнала на 
выходах СФ, которое обусловлено расширением СФ.  

Однако в каждом из отсчетов сигнала Bk  на выходе 
расширенного СФ появляются те же значения, что и во 
втором эксперименте. Это означает, что если использо-
вать с выхода расширенного СФ не каждый 10L -й от-
счет, а каждый L -й отсчет, то в ААР будет наблюдать-
ся более короткий переходный процесс в установив-
шемся состоянии. Результаты моделирования такой 
ААР приведены на рис. 3, в), рис. 3, е), а также в увели-
ченном масштабе – на рис. 4, в и рис. 4, е). 

Примеры отсчётов выходного и требуемого сигналов 
ААР в начале моделирования в трех выше рассмотрен-
ных случаях приведены на рис. 5. 

Заключение 

Таким образом, в данной статье представлено опи-
сание и результаты моделирования ААР, которая может 
работать даже тогда, когда информационный сигнал в 
ее каналах скрыт тепловым шумом приемников этих 
каналов. В этом случае, корреляционная обработка сиг-
налов позволяет использовать адаптивные алгоритмы с 
требуемым сигналом для расчета весовых коэффици-
ентов такой ААР. Такие алгоритмы не только подавляют 
помехи в выходном сигнале ААР в процессе своей ра-
боты, но и обеспечивают ориентацию луча ААР на ис-
точник информационного сигнала. Использование рас-
ширенного СФ также позволяет уменьшить СКО в уста-
новившемся состоянии на выходе ААР без увеличения 
длительности переходного процесса. 
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